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Abstract— A newly designed grounded electrical-source air-
borne transient electromagnetics (GREATEM) system was intro-
duced recently. Detailed data preprocessing techniques to acquire
the high-precision measured magnetic field are discussed here.
Different from the previous work in which the reconstruction
of the underground structure is performed in 1-D, we interpret
the GREATEM data in 3-D by the volume integral equation
(VIE) method in the frequency domain. Therefore, the VIE in
the forward electromagnetic scattering model is formulated in the
low-frequency regime. It is solved by using the stabilized bicon-
jugate gradient fast Fourier transform (BCGS-FFT) method.
In the nonlinear inversion, the Born iterative method (BIM)
and the conjugate gradient method are adopted to minimize
the cost function. A synthetic model of GREATEM survey
is used to validate the proposed 3-D forward and inversion
algorithms. Then, the field data from two GREATEM surveys
are used to test the effectiveness and accuracy of the proposed
inversion algorithm. The reconstructed conductivity structures
are consistent with geological drilling results, confirming the
potential of our method for solving the 3-D GREATEM inversion
problems in geophysical engineering applications. This paper
represents the first application of the BCGS-FFT and BIM
algorithms to a GREATEM system.

Index Terms— Born iterative method (BIM), grounded
electrical-source airborne transient electromagnetics
(GREATEM), stabilized biconjugate gradient fast Fourier
transform (BCGS-FFT), volume integral equation (VIE).

I. INTRODUCTION

THE airborne transient electromagnetics (TEM) is a widely
used technique to survey the geological properties of

a large or inaccessible underground region. In the last few
decades, airborne TEM has made a remarkable progress
in engineering applications, such as groundwater detection,
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mineral exploration, and so on [1]–[3]. However, the pen-
etration depth of airborne TEM is usually limited to about
hundreds of meters [4] due to the short distance between the
transmitter and the receiver. To increase the penetration depth,
a new semiairborne electromagnetic (EM) system called the
grounded electrical-source airborne transient electromagne-
tic (GREATEM), which is first proposed by Mogi et al. [5],
has been developed and improved in survey applicat-
ions [6]–[8]. The GREATEM system uses an airborne receiver
hang but a grounded electrical line source as the transmitter.
With the grounded source, the system can produce a larger
source moment to obtain a greater depth of investigation.
Although the survey area is limited by this experimental
setting, the GREATEM system still shows the advantages over
conventional airborne TEM systems. By using a helicopter,
the GREATEM system is useful for surveying the steep
slope mountainous area in a safety way. The coastal area
surveying is also benefited from the GREATEM systems due
to the experimental towed magnetic receiver in the air for
environmental issues. Other advantages, such as the moderate
signal-to-noise ratio (SNR), are also obvious in the GREATEM
system compared with other TEM measurements.

The airborne TEM survey always generates a large amount
of data for reconstructing the underground region. Therefore,
the interpretation of airborne TEM data is mostly achieved
in 1-D, because the transmitter and receiver move together
along the flight path, and it is fast and has low computation
costs. However, reconstructed structures of these 1-D airborne
TEM inversion methods have shown discontinuities [9]. Thus,
it is difficult to reconstruct a reasonable result for complex
earth structures by using a 1-D inversion method, especially
in GREATEM. In recent years, the 3-D inversion attracts
more interest in airborne TEM data processing. There are
several algorithms for airborne TEM data interpretation in
which the forward computation is performed in the time
domain. Wang et al. [10] employed the finite-difference
time-domain (FDTD) method for the backpropagation in 3-D
inversion used in crosswell TEM surveys. Haber et al. [11]
developed the finite-volume method for 3-D EM inversion in
the time-domain modeling. It is also feasible to use the inverse
Fourier transform of the frequency-domain response to obtain
the time-domain solution. Sugeng [12] applied the finite-
element method to simulate TEM response for 3-D complex
geological structure efficiently. Wilson et al. [13] introduced
an inversion algorithm based on the Gauss–Newton method
to invert airborne EM data in 2.5-D modeling geoelectrical
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cross section. Abubakar et al. [14] and Cox et al. [15] used
the integral equation method for EM forward modeling for
the inversion of 3-D conductivity structure in airborne TEM
surveys.

On the other hand, most inversion of the GREATEM
data is performed in the time domain and in 1-D, although
the forward EM response can be computed in either time
domain or frequency domain. Only the later time response
data are exploited [6], [16] to avoid the early influence of
the current source. Ito et al. [3] applied the 1-D staggered
finite-difference approximation to calculate the forward EM
response in the frequency domain. Then, the transient response
in the time domain is obtained by the inverse Fourier trans-
form and compared with the measured transient field at
receivers to invert to the resistivity structure. Ito et al. [7] and
Allah et al. [16] later extended this paper to 3-D to explain
the experimental data in the coastal area, which overcomes
the sea effect problem in 1-D inversion.

In our previous work, the 1-D inversion of GREATEM mea-
surement [17] has been proven to be effective. In this paper,
we present a frequency-domain 3-D inversion algorithm for
the reconstruction of the anomaly buried in a layered medium
from the GREATEM measurement. The 3-D forward EM
scattering model is formulated by the volume integral equa-
tion (VIE) in the layered media. Although the conventional
method to solve the VIE is the method of moment (MOM),
it is not frequently adopted in engineering applications due to
the high computation resource consumption.

Iterative methods, such as conjugate gradient (CG) [18] and
biconjugate gradient [19], are preferred. The stabilized bicon-
jugate gradient (BCGS) method [20] is another fast solver
that has been used to solve VIE. Due to the shift invariance
of the layered medium dyadic Green’s function, fast Fourier
transform (FFT) is used to accelerate the BCGS iteration and
it has made a great success for solving the VIEs in the layered
media. Millard and Liu [21] have used the stabilized bicon-
jugate gradient fast Fourier transform (BCGS-FFT) method
to solve the large-scale scattering problems, and it shows a
significant improvement in efficiency over the MOM or other
CG-type methods. In the nonlinear inverse problem, the con-
ductivity profile of the buried anomaly is solved iteratively
through minimizing the misfit between the measured and the
calculated scattered field. Several algorithms for the inversion
have been proposed, such as the contrast source inversion
method [22], Born iterative method (BIM) [23], and distorted
BIM (DBIM) [24].

Numerical simulations show that the DBIM converges faster
than the BIM, while the BIM is more tolerant to noise than
DBIM. In addition, the layered medium Green’s function of
the background does not need to be updated for the BIM [24].
Therefore, we adopt the BIM algorithm to reconstruct the
buried scatterer for the GREATEM measurement.

This paper is organized as follows. The GREATEM sys-
tem and data preprocessing are introduced in Section II.
In Section III, the EM forward scattering model is established
in the form of VIE for the GREATEM measurement. The
BCGS-FFT and the BIM algorithm are briefly described, and
the 3-D inversion method is introduced. Synthetic data are first

Fig. 1. Geometry for GREATEM survey with the anomaly buried in a layered
medium.

used to validate the forward modeling and inverse algorithm
in Section IV. In Section V, we use the field data from our
recent GREATEM experiments to test the inversion algorithm.
The summary and conclusion are given in Section VI.

II. SURVEY METHOD

A. GREATEM System

A GREATEM system usually uses a 2∼3 km grounded
electrical line source as the transmitter and a three-component
magnetometer as the receiver to measure the magnetic field
in a towed bird suspended by a rope under the helicopter.
The transmitter current of the GREATEM is usually a bipolar
square waveform. The data of GREATEM survey system
recorded in the time domain provide a full-wave time series
of the magnetic field induced by the eddy current in the
ground after the transmitting current is cut off. The whole
system is synchronized with the high-precision clock installed
in the helicopter. The GREATEM system shows advanced
features by combining the grounded and airborne systems. For
example, the data recorded in the GREATEM system have
intermediate SNR and cost of logistics between the grounded
and airborne systems [4].

In this paper, we report a new GREATEM system designed
by the Institute of Electronics, Chinese Academy of Sciences.
The line source is placed on the ground, as shown in Fig. 1.
The helicopter has a global position system (GPS) and a high-
accuracy gyro sensor attached in the towed bird. The GPS
system provides the coordinates of detector and synchronizes
the whole experimental system. The data acquisition system
consists of a 16-bit analog-to-digital converter at a sampling
rate of 48 kHz, which is installed on the helicopter with the
same GPS system. Due to the limited band of the system
electronics, the current of the transmitter is not an ideal
bipolar square waveform but a bipolar trapezoidal waveform
with a 20-A amplitude and the 50% duty cycle, as shown
in Fig. 2. The waveform has a periodic form of −I, 0,+I, 0;
each ON/OFF time interval is 0.02 s, and thus, the period of
the waveform is 0.08 s. The triaxis receiver is composed of
three orthogonal magnetic coils. Each coil has an effective
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Fig. 2. One period of the waveform of source current employed by the
GREATEM system.

area of 580 m2. The directions of the triaxis receiver are
recorded by the gyro installed in the helicopter. The raw data
recorded by the following data acquisition system are voltage
signals.

B. Data Preprocessing

To obtain high-quality data with an acceptable SNR, a series
of data processing techniques is applied to the experimental
data before interpretation. The processing procedure includes
the removal of slow-varying component, attitude correction,
data stacking of the raw data, and magnetic field spectrum
computation. In the following, we will describe these four
steps in detail.

1) Removal of Slow-Varying Component: The raw data of
the GREATEM measurement always have the slow-
varying component [17]. Therefore, before performing
the inversion, we at first extract the direct compon-
ent (dc) by computing the arithmetic mean value of each
period raw data. Then, we subtract this dc component
from the raw data for each period. In this stage, the sig-
nals still contain slow-varying component although the
dc component has been removed. In each period, there
are four rising edges (included in both the positive and
negative pulses). As described in [17], we pick four
data values before each rising edge and fit them with a
quadratic curve. The curve signal is treated as the slow-
varying component and removed by subtracting it from
the GREATEM data. Fig. 3(a) shows the comparison
between the raw data and those after the removal of
slow-varying component in a time window of 1 ms to
enlarge the system response to the negative falling edge
of the source current.

2) Attitude Correction: During data collection of the
GREATEM survey flight, the receiver coil has three
types of motions, namely, the roll, pitch, and yaw rota-
tions [25]. Therefore, a geometry correction is needed,
because the movements of receivers lead to the deviation
of local coordinate of the three orthogonal magnetic
sensors away from the global coordinate defined in the
measurement. The roll, pitch, and yaw rotations are
detected and the posture data are recorded by the gyro
attached to the towed bird. The attitude corrections are
made using the triaxis orthogonal coordinate transfor-
mation described in [25]. The posture of the receiver is
recorded in every transmission cycle, and thus, the atti-
tude correction is made for every transmission cycle.

Fig. 3. Example of voltage signals in the GREATEM system for four steps
of data preprocessing. (a) Different voltage signals at the receiver for each
data processing step. The signals in only a time window of 1 ms are shown.
(b) Measured total magnetic field Hz spectrum in the GREATEM.

3) Data Stacking: To suppress the random noise, data
stacking in the time domain is necessary for GREATEM
systems. Since the helicopter is designed to move at
a speed of 54 km/h, we use 50 transmission cycles
(around 60-m covering distance) to stack the transient
signals. The stacking number can be reduced if a higher
SNR is available. The transient signal after stacking
is treated as the measured data at the middle point
of the covering distance. In the practical measurement,
the movement of the helicopter is affected by wind.
Therefore, the covering distance of data stacking is not
exactly 60 m. Fortunately, the location of the receiver
in every transmission cycle is recorded by the GPS
system. In order to perform the FFT in our BCGS-BIM
algorithm, we conduct a 2-D linear interpolation to
obtain the uniformly distributed measurement point data
from the stacking data. The transient signal after attitude
correction and stacking is shown in Fig. 3(a).

4) Magnetic Field Spectrum Computation: The volt-
age signals after stacking are transformed into fre-
quency domain using discrete Fourier transform. Finally,
the magnetic field spectrum is calculated through divid-
ing the voltage’s spectrum by the effective coil area. The
magnetic spectrum is shown in Fig. 3(b).

The data preprocessing procedure does not take too much
time. Tests show that all the above-mentioned four steps
together take less than 1 min in a computer with the CPU
of 2.7 GHz for one flight line with a 2-km length. It is obvious
that the procedure for each flight line is independent, and
therefore, we can perform the preprocessing for all flight lines
at the same time.

III. 3-D FORWARD MODELING AND INVERSION

METHODOLOGY FOR GREATEM

The brief description of a forward EM scattering model and
inverse algorithm for the GREATEM experimental system is
given in this section.
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A. Forward Modeling of GREATEM

As shown in Fig. 1, the GREATEM survey system is
positioned on the top of an N-layer background medium that
extends to infinity in the x- and y-directions. The properties
of each layer are characterized by permittivity �n , conductivity
σn , and permeability μ0. In the nth layer, the total electric field
Etot

n , scattered electric field Esct
n , and incident field Einc

n satisfy
the relationship

Einc
n = Etot

n − Esct
n (1)

where Etot
n and Einc

n are the electric field with and without
the scattering object, respectively. In the GREATEM data
interpretation, the data in the low-frequency range from several
hertz to several hundreds of hertz are used. Therefore, the EM
wave behaves like a diffusive field. The complex permittivity
and the wavenumber of the i th layer can be simplified as
�̃i = �i − jσi/ω ≈ − jσi/ω and ki = ω(�̃iμ0)

1/2 ≈
ω(− jσiμ0/ω)1/2, respectively. The scattered electric field Esct

i
in the i th layer can be expressed in terms of the magnetic
vector potential as

Esct
i = − jωAin(r) + 1

σiμ0
∇∇ · Ain(r) (2)

where Ain(r) denotes the magnetic vector potential in the i th
layer due to the induced current source inside the scattering
object in the nth layer.

In the layered medium, the magnetic vector potential Ain(r)
can be calculated by

Ain(r) = jωμ0

∫
V

GAJ
in (r, r�) · χ(r�)D(r�)dr� (3)

where V is the volume of object, D(r) ≈ − jσi E(r)/ω is
the electric flux density, and GAJ

in is magnetic vector potential
dyadic Green’s function of the layered medium. The details of
the derivation of GAJ

in is given in [26]. In (3), χ is the contrast
function and is defined

χ(r) ≈ σ(r) − σn

σ(r)
. (4)

Substituting (2) and (3) into (1), we can obtain the electric-
field integral equation (EFIE) [27] for the GREATEM mea-
surement

Einc
n (r) = − ω

σn
Dn(r) + ( jωσnμ0 − ∇∇·)

×
∫

V
GAJ

in (r, r�) · χ(r�)Di (r�)dr�. (5)

When (5) is solved, it is convenient to let i = n and r ∈ V
[28]. In this way, (5) can be compactly rewritten as

L[Dn(r)] = Einc
n (r) (6)

where L is a linear operator and Dn is the unknown to be
solved.

Equation (6) cannot be solved analytically. It must be
discretized and solved by the BCGS iteration numerically.
In addition, it is noted that the integration in (5) is convolution
and correlation. Therefore, it can be accelerated by the discrete
Fourier transform. The detail of a BCGS-FFT application
can be found in [21]. Once the electric flux density Dn(r)

inside the computation domain is obtained by the BCGS-FFT
method, the scattered magnetic field Hsct at any location can
be calculated by

Hsct(r) = σi

∫
V

GHJ
in (r, r�) · χ(r�)D(r�)dr� (7)

where GHJ
in (r, r�) is the dyadic Green function for the magnetic

field in the i th layer due to an electric current source in the
nth layer. The derivation of GHJ

in can be found in [26].

B. Inversion

The goal of the inversion is to determine the distribution
of electrical parameters of unknown scattering objects. The
contrast function χ(r) is used for parameterizing the scattering
object and solved from (7) in which the scattering magnetic
field Hsct is assumed to be measured data. We can discretize
(7) by the trapezoidal rule and obtain the compact form as

f = M[χ] (8)

where f denotes the measured scattered magnetic field in
multiple sampling frequencies, [χ] is an N-dimensional
column vector of the contrast function, and M is a matrix
that is given by

M(r) = −σn�V GHJ
in (r, r�) · D(r�). (9)

�V in (9) is the volume of the small voxel used to
discretize V .

The inverse problem is nonlinear, because M in (9) is also a
function of χ . Fortunately, the BIM can handle the nonlinear
inverse problem efficiently and does not require to update the
background Green’s function.

In the BIM, the cost function with the Tikhonov regulariza-
tion applied after the mth iteration is defined as

Fm+1(χ) = ||f − Mm · χm+1||2
||f||2 + γ 2 ||χm+1||2

||χm ||2 (10)

where || ·|| denotes the L2 norm on the inverse domain and γ 2

is the regularization parameter. The data of f are consisting of
measured scattered magnetic field in the sequence of f(ω1),
f(ω2)· · · , f(ωL), where L is the number of sampling frequen-
cies used in the inversion. The matrix M is also assembled
in a similar way by GHJ and the total flux D evaluated for
frequency ω1, ω2, · · · , ωL . The cost function is solved by using
measured data in all sampling frequencies simultaneously to
exploit as more information as possible. To minimize the cost
function, (10) can be solved through its equivalent form [29](

M†
mMm

||f||2 + γ 2

||χm ||2 I

)
χm+1 = M†

mf
||f||2 (11)

where the superscript † denotes the complex conjugate trans-
position. To obtain the model parameter χm+1, the CG method
is applied to solve (11). The contrast function will be updated
iteratively until the cost function reaches an acceptable mis-
fit or the procedure reaches its maximum iteration number. The
regularization parameter γ is used to maintain the iteration
stability in this ill-posed problems. However, a larger γ value
will cause larger errors in the inversed χ . The method to
choose the value of γ can be referred to [30].
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C. Extraction of the Scattered Magnetic Field

As we discussed earlier, the measured scattered magnetic
field is needed in the inversion. However, only the total
magnetic field is measured in the GREATEM experiment.
Therefore, we will discuss how to extract the scattered field
response from the total magnetic field. Similar to the electric
field relationship discussed in (1), the scattered magnetic field
is also equal to the total magnetic field subtracted by the
incident magnetic field. The incident magnetic field Hinc in
a multilayered medium is the field at the receiver when the
scatterer is absent. The spectrum of Hinc at any location r can
be expressed as

Hinc(r) =
∫

GHJ(r, r�) · J(r�)dr� (12)

where J(r�) is the spectrum of the current source and is
known in the GREATEM measurement. However, the Green’s
function GHJ depends on the conductivity of the layered
background that is sometimes unknown. Therefore, before
inversion, we will first try to collect the geological drilling
data to infer the background conductivity information. After
Hinc is calculated, the scattered magnetic field can be obtained
by subtracting the incident field from the total field. In the
worst case, if there is no a priori information of the survey
area, we perform the inversions by using different background
conductivity values. The reconstructed underground profile is
chosen as the most reliable result when the data misfit is the
smallest. Numerical experiments show that the reconstructed
conductivity of the buried anomaly is sensitive to the back-
ground parameter, and a 5% deviation of the background
conductivity will cause 17.5% error of the reconstructed
result.

D. Inversion Scheme

The flowchart of the 3-D EM inversion algorithm for
GREATEM data is shown in Fig. 4, and it mainly consists
of eight steps.

1) Preprocess the GREATEM data to obtain the three
components of the total magnetic transient response.

2) Transform the total measurement response into the fre-
quency domain and extract the scattered magnetic field.

3) Obtain the background conductivity σ , calculate, and
store the layered background medium Green’s functions.

4) Setup the initial model parameter χ , let the iteration
number m = 0, set the threshold and maximum iter-
ation number, and input the secondary magnetic field
spectrum.

5) Solve the discretized 3-D forward VIE by using the
BCGS-FFT and obtain the scattered magnetic field Hsct

at the receiver locations.
6) Calculate the misfit between the extracted scattered field

and the calculated field. If the misfit is smaller than
the prescribed threshold or the iteration number reaches
the maximum user-defined number, exit the inversion
iteration; otherwise, continue.

7) Minimize the cost function and obtain the updated
contrast χm+1(r).

8) Set the iteration number m = m +1 and return to step 5.

Fig. 4. Flowchart of the 3-D inversion algorithm for GREATEM measure-
ment.

Fig. 5. Model scheme used to generate synthetic data for validating the 3-D
EM forward and inversion algorithms. (a) Horizontal slice at z = 400 m. The
solid line denotes the line source and the dashed lines are the flight lines
for GREATEM survey. The receivers are in these lines. (b) Vertical slice at
x = 2000 m that shows the location of the scattering object.

IV. NUMERICAL EXPERIMENT

To demonstrate and validate the proposed 3-D inversion
algorithm for GREATEM data in the frequency domain, a geo-
physical model is first used to generate synthetic data for
reconstructing the conductivity of a scattering object buried
underground. We choose six frequencies 7, 10, 15, 18, 21,
and 25 Hz to perform the multifrequency inversion.

We first investigate the conductivity reconstruction for the
model shown in Fig. 5, which contains a cubic scatterer with
the conductivity of 0.02 S/m buried in underground soil with
the conductivity of 0.005 S/m. The scattering object has the
size of 400 m × 400 m × 300 m with its center located
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Fig. 6. Comparisons of scattered magnetic fields between FDTD simulations
and BCGS-FFT iteration solution for the 3-D model in Fig. 5. (a) and
(b) Real and imaginary parts of Hx component, respectively. (c) and
(d) Real and imaginary parts of Hz component, respectively.

at z = 400 m below the ground surface. The transmitter
is assumed to be a 1.5-km-long line source on the ground,
and the receivers are 100 m above the ground. The total
magnetic field of the synthetic data is calculated using the
FDTD method. The Blackman–Harris Window function [31] is
used as the excitation source in the FDTD simulation to avoid
the so-called “inverse crime” where both the synthetic data
and inversion use the same forward solver and discretization.

To validate the precision of the 3-D forward modeling
of GREATEM, we use the BCGS-FFT algorithm to com-
pute the scattered field at the receiver array in the dashed
lines shown in Fig. 5. The scattered magnetic fields in one
flight line computed by our BCGS-FFT forward solver are
shown in Fig. 6 and agree well with the FDTD simula-
tion results. The relative error of scattering field between
BCGS-FFT and FDTD is 4.29% if we treat the FDTD
simulated result as a reference. Here, we only compare the
x- and z-components of the scattered magnetic fields and omit
the y-component, since the line source is along the y-direction.
The computational time of BCGS-FFT only takes a few
minutes for one frequency, but the FDTD’s full-wave simula-
tion needs several hours. Therefore, our 3-D forward modeling
of the GREATEM is accurate and fast for the large-scale
inversion.

In the following, let us verify our inversion algorithm. The
background model is set to be a half-space configuration
with the underground soil conductivity of 0.005 S/m. The
computation domain is 2 km × 2 km × 0.8 km and is divided
into 50×50×20 cells with the grid size of 40 m. The maximum
magnitude of the synthetic scattered magnetic field data for
all frequencies is contaminated with 10-dB random white
Gaussian noise. The inversion is performed on a cluster work
station with 20-cores Xeon E2650 v3 2.3 GHz CPU, 512 GB
RAM. The misfit between the calculated and the measured
data is stable at 6.14% after 11 iterations, and the total
computational time is 2.38 h. Fig. 7 shows the reconstructed
3-D conductivity distribution of the buried object. It is clear
that both the location and the shape of the scattering object
can be identified. The inverted conductivity of the object is

Fig. 7. Reconstructed conductivity from synthetic data for the model in Fig. 5.
(a) 3-D slices of the inverted results. (b) Horizontal slice through the center
of the object at z = 400 m. (c) Vertical slice through the center of the
object at y = 3000 m. (d) Vertical slice through the center of the object at
x = 3000 m.

Fig. 8. Location and geometry for the GREATEM experimental survey
conducted in Shandong, China. The solid line indicates the transmitter cable
(electrical line source), which is placed along the road with the length
of 2.768 km. The dashed lines (A–E) are the flight lines.

0.0173 S/m, which is close to the true value. Both the location
and conductivity of the object can be well reconstructed by our
inversion algorithm.

To quantitatively evaluate the model misfit of the recon-
structed conductivity profile, we define the mean square
error (MSE) and Errmax according to [32] as

MSE = �χ t − χr�2

�χ t�2 (13)

and

Errmax = �χ t�∞ − �χr�∞
�χ t�∞

(14)

where the superscript t means the true value, r denotes the
reconstructed values, and || · ||∞ is the uniform norm. In this
numerical experiment, the MSE is 13.4% and Errmax is 13.5%.

V. FIELD EXPERIMENTS

In January 2016, a GREATEM survey was conducted in
Shandong, China. The survey region includes several explored
mines and some are still being explored. As shown in Fig. 8,
the electric line source is placed along the road from the west
to the east. The source current moment is 20 A × 2768 m
with the measurement at a 2000-m distance from the electrical
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Fig. 9. Reconstructed conductivity from the GREATEM field data for a
survey area in Fig. 8. (a) 3-D slices of the inverted result. (b) Horizontal slice
for the survey area at z = 300 m depth. (c) Vertical slice through the flight
C’s location. (d) Vertical slice through the flight D’s location.

source and at about 125-m receiver height. There are five
flight lines (A–E) almost perpendicular to the line source
from north to south in the survey area with the 200-m space.
Although each flight line is at the length of 3 km, the field data
within ∼2 km of the line source are used to reconstruct
conductivity, because the data collected farther from the source
have a lower SNR. The forward and inverse computation is
executed at six equally sampled frequencies from 25 to 50 Hz.
The scattered magnetic fields are extracted from the measured
data by the method introduced in Section III-C.

In the inversion, we use a 3-D half-space as the initial
model. Since there are enough drilling data from those mines,
we can estimate the background conductivity of the under-
ground region as 0.001 S/m. The computation domain is
in the depth from 200 to 800 m and covers a 2000 m ×
2000 m × 600 m cubic block under the survey area. It is
divided into 50×50×15 = 37 500 cells. The BCGS-FFT-BIM
takes 36 iterations to converge and consumes 2.83 h on the
same cluster computer used in synthetic data reconstruction.
Fig. 9(a) shows the 3-D reconstructed conductivity under the
survey area. It is clear that the reconstructed conductivity
shows more information for the subsurface structure close to
the line source. Fig. 9(b) shows the plan view of reconstructed
conductivity at the depth of 300 m, which reveals that the
3-D inversion result shows the continuous conductivity dis-
tribution by this survey. Fig. 9(c) and (d) shows the vertical
profiles of the reconstructed conductivity along the flight lines
C and D, respectively. A relatively high-conductivity anomaly
is present at the depth of 200∼400 m. The maximum depth
of investigation in the reconstruction is about 700 m, and
the depth of investigation decreases as the distance between
the helicopter and the line source increases. Although the
instruments used in this GREATEM survey are prototypes and
the civil activities surrounding the mineral area cause a lot
of noise, the location of the high-conductivity anomaly (low
resistivity region) is roughly consistent with the Controlled
Source Audio-Frequency MagnetoTellurics (CSAMT) mea-
sured result provided by the Chinese Academy of Sciences,
which is validated by some geological drilling data in this
area. It shows that there exits an iron ore area from the depth
of 150–400 m under the granite layer.

Fig. 10. Location and geometry for the GREATEM experimental survey
conducted in Inner Mongolia, China. The solid line indicates the transmitter
cable (electrical line source), which is placed from the north to south with
the length of 1.7 km. The dashed lines (A–F) are the flight lines.

In August 2016, the same GREATEM system was used to
survey the area in Inner Mongolia, China. Different from the
last survey in Shandong, the experiments are performed in
the grassland. Geological drilling data are very limited. The
survey’s scheme is shown in Fig. 10. The electric line source
is placed from the north to the south. The source current
moment is decreased to 9 A × 1770 m with the measurement
at a 2500-m distance from the electrical source and at about
80-m receiver height. The six flight lines (A–F) are almost
perpendicular to the line source from the east to west in the
survey area with the 200-m space. Although each flight line
is at the length of 2.5 km, the field data within ∼1.2 km of
the line source are used to reconstruct conductivity due to
low SNR of the data collected farther away. The forward and
inverse computation is also executed at six equally sampled
frequencies from 25 to 50 Hz. The data processing steps are
the same as the last GREATEM experiment in Shandong.

Since there are a few geological drilling data in this survey,
we have to guess different values of the background conductiv-
ity from 0.001 to 0.01 S/m to calculate the incident magnetic
field as the input of the 3-D half-space model. The data misfit
in the inversion is smallest when the background conductivity
of the underground region is set to be 0.005 S/m. Therefore,
we only show the inversion results for the background conduc-
tivity of 0.005 S/m in the following. The computation domain
in this case is in the depth from 80 to 720 m and covers a
1600 m × 1600 m × 640 m cubic block under the survey
area. It is divided into 50 × 50 × 20 = 50 000 cells. The
BCGS-FFT-BIM takes 31 iterations to converge and consumes
3.47 h on the same cluster computer used for the last case.
Fig. 11(a) shows the 3-D reconstructed conductivity under the
survey area. Fig. 11(b) shows the plan view of reconstructed
conductivity at the depth of 150 m. Fig. 11(c) and (d)
shows the vertical profiles of the reconstructed conductivity
along flight lines E and F, respectively. Two relatively high-
conductivity anomalies are present at the depth of 100∼300 m.
The plan view of the reconstructed result shows that there
are two anomalies from the east to the west in this
survey.
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Fig. 11. Reconstructed conductivity from the GREATEM field data for a
survey area in Fig. 10. (a) 3-D slices of the inverted result. (b) Horizontal
slice for the survey area at z = 150 m depth. (c) Vertical slice through the
flight line E’s location. (d) Vertical slice through the flight line F’s location.

Fig. 12. 1-D transect comparisons of results at flight line F from CSAMT and
BCGS-FFT-BIM. (a) Location is at x = 3800 m in Fig. 11(d). (b) Location
is at x = 4200 m in Fig. 11(d).

Although the geological drilling data are limited in this
area, there is a mine drilling performed near flight line F.
We compare the 3-D reconstructed profiles by the BIM algo-
rithm and the drilling data and find that the location of the
anomaly, which is from 4000 to 4500 m in the x-direction,
is consistent with the drilling data. Moreover, the reconstructed
conductivity of this anomaly is about 0.012 S/m, which is
also consistent with the drilling data. The drilling data are
proprietary for mining industry cooperation. Thus, we just
show the comparisons of 1-D transects between the BCGS-
FFT-BIM results and the CSAMT results, which are validated
by the drilling data. From Fig. 12, we can clearly see that the
reconstructed resistivity of BCGS-FFT-BIM fits the data of
CSAMT well with the increase of depth. The reconstructed
results of this area show a promising application of our
proposed method for 3-D interpretation of GREATEM data.

VI. CONCLUSION

In this paper, a GREATEM system designed recently is
reported and the data processing technique is discussed. For
the first time, the frequency-domain 3-D interpretation of the
GREATEM data is performed by using BCGS-FFT with BIM.
The EFIE is formulated in the low-frequency regime for the
GREATEM forward scattering model. The fast solver BCGS-
FFT is adopted to solve the discretized EFIE. The nonlinear
inverse problem is solved by the BIM. In order to validate

the proposed method, we conduct a numerical experiment
first. The result shows that the 3-D multifrequency inversion
algorithm is feasible for the reconstruction of the underground
conductivity distribution in the GREATEM measurement with
low computation and consumption.

The reconstructed results of experimental data from two
campaigns show that the GREATEM survey can recover
the deep conductivity structures by using a grounded line
source and the 3-D BCGS-FFT-BIM algorithm. The recon-
structed underground conductivity distribution from our full-
wave inversion is roughly consistent with the drilling data.
This means that the proposed 3-D algorithm in this paper is
feasible for the interpretation of GREATEM data measured in
geophysical engineering applications.

Finally, we want to emphasize two points. First, although the
conductivity distribution reconstructed in this paper is based
on the half-space initial model, more underground layers can
be directly included in our model if the deep well logging
data are available. Second, the compressive sampling theory
has been combined with an inversion algorithm to improve
the reconstruction results and reduce the data requirement
in the Born approximation in recent years [33]–[35]. This
method can potentially improve the inversion result resolution
of GREATEM data. However, both of them will be left as the
future research work.
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